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Abstract One of the major goals of science is to make the world so-
cially a good place to live. The old paradigm of scholarly communication
through publishing has generated enormous amount of heterogeneous
data and metadata. However, most scientific results are not easy to dis-
cover, in particular those results which benefit social good and are also
targeted at non-scientific people. In this paper, we showcase a knowledge
graph embedding (KGE) based recommendation system to be used by
students involved in activities aiming at social good. The recommenda-
tion system has been trained on a scholarly knowledge graph, which we
constructed. The obtained results highlight that the KGEs successfully
encoded the structure of the KG, and therefore, our system could provide
valuable recommendations.

Keywords: Machine Learning · Knowledge Graph Embeddings · Social
Good.

1 Introduction

People with different backgrounds ranging from school students to high profile
professionals around the world are engaged in several initiatives such as political
movements, environmental protection and fund-raising with the goal to achieve
individual, community and society well-being [19]. One example is the Fridays
For Future movement which was initiated by the young student Greta Thunberg
to demonstrate against Swedens climate policy [36]. One of her main demands
has been that the actions of the government of Sweden should become sufficient
in order to comply with the essence of the Paris Agreement. Her initiative has
quickly gained a lot of attention and initiated demonstrations all over Europe,
and later in different countries around the world. Greta Thunberg is an illus-
trative example of a young school student who recognized some of the scientific
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findings with regards to the climate change and understood its importance for
the social good: ”We want politicians to listen to the scientists”5, ”Why should
I be studying for a future that soon may be no more, when no one is doing
anything to save that future?”. While scientists increasingly have been called to
share research findings about climate change [43], many other topics that are rel-
evant to social good do not have a comparable media presence. For this reason,
the information needs of activists that are non-experts may remain unsatisfied
with regards to these topics. However, information technology and the digit-
ization of scientific artifacts haves increased the amount of available scientific
resources and offer a great potential to fulfill the information needs of activ-
ists that are concerned about social good. An overwhelming amount of scientific
artifacts such as publications and their metadata have been made available in-
dependent of any geographical or temporal constraints on the web [6, 19, 47].
However, for non-experts the effective access to these artifacts is limited. While
there are already existing services such as Google Scholar (GS) to explore and
retrieve scientific publications, they alone are not sufficient to effectively fulfill
the information needs of non-expert activists. One of the main reasons is the
discrepancy between their search behaviors and the functionality of these ser-
vices: GS expects specific search queries in order to provide relevant content on
the first result page whereas non-experts (for instance undergraduate students)
tend to use simple keyword or phrase queries, do not refine their search queries
(e.g. by analyzing metadata), and usually ignore retrieved results beyond the
first result page [10, 18]. In addition, search engines and services such as Google
Scholar are not developed with the specific goal of providing access to content
related to social good. Therefore, there is a need for a domain-specific system
that can be effectively used by non-experts to access scientific content related to
social good.

An approach to structure related knowledge that can be used to perform
concept-based retrieval instead of string matching are knowledge graphs (KGs) [6,
22] which represent information as a set of triples of the form (h, r, t) ∈ KG
where h and t represent entities and r their relation. Recently, knowledge graph
embeddings (KGEs) that encode the entities and relations of a KG into vector
spaces while maintaining structural characteristics of the KG became popular.
These embeddings can be used for several downstream machine learning tasks
including recommendation systems.

In this paper, we present a recommender system that suggests for an entity
of interest (i.e., publication, author, domain and venue) a set of related entit-
ies which helps users to effectively find relevant content related to the topic of
social good from the large amount of available information. Our contributions
are: i.) a KG that contains information about publications, domains, authors
and venues. We focused on publications that are related to real-world problems
such as climate change, marine litter, right movement and cyber security, ii.) a
baseline recommender system that exploits KGEs to provide recommendations.
We trained four different KGE models i.e., TransE, TransR, TransD and Com-

5 https://www.fridaysforfuture.org/greta-speeches#greta fullspeech feb21 2019
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plEx, and selected TransE to provide recommendations that have been manually
evaluated. While the general approach can be transferred to different domains,
the proposed recommender system is domain-specific.

In the following, we give an overview of the related work (Section 2), explain
the KGE models that are relevant in the context of this work (Section 3), de-
scribe the process of creating our KG (Section 4), present our recommendation
system (Section 5), explain our performed experiments (Section 6), discuss the
limitations of our system and point out future work (Section 7), and finally, we
give a short summary of this work (Section 8).

2 Related Work

Through the development of specialized search engines, digital libraries, data-
bases and social networks for the scholarly domain, the availability of scientific
artifacts and their metadata has been facilitated. Google Scholar6 is an online
search engine that has been realized in 2004 and enables users to search for both
the printed and digital version of articles. Aminer 7 provides a faceted browsers
on top of its mining service for researchers. ResearchGate 8 is a social network
for researchers in which they can present their scientific profiles, their public-
ations and interact with each other research. Mendeley 9 is a desktop service
with a web program produced by Elsevier for managing and sharing research
papers. There are several efforts to provide enhanced services by representing
metadata of scholarly artifacts in a structured form. A crowd-sourcing platform
for metadata management of scholarly artifacts is introduced in [39], and the rep-
resentation of metadata in a semantic format is proposed in [3]. In Chi et al. [6]
a knowledge graph and a metadata management systems for smart education is
presented. However, most of these services either lack a systematic recommenda-
tion service or provide specialized suggestions based on user profiles. To the best
of our knowledge (apart from dedicated journals and university libraries [44]) the
domain of social science lacks a comprehensive and specialized knowledge graph
with analytical and recommendation services on top. In a recent work, an embed-
ding based recommendation system for books has been proposed. However, the
recommendations are limited to one entity type, i.e. books. In this study and the
follow up work, we aim to provide a comprehensive and domain-specific system
in order to assist users in finding relevant artifacts of different types. Through
the use of machine learning approaches, the system proposes recommendations
that are beyond simple keyword-matching based recommendations.

6 https://scholar.google.de/
7 https://www.aminer.org/
8 https://www.researchgate.net/
9 https://www.mendeley.com/
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3 Knowledge Graph Embeddings

Knowledge graph embedding models can be roughly divided into translational
distance models and semantic matching models. Translational distance models
compute the plausibility of a triple based on distance function (e.g. based on the
Euclidean distance) and semantic matching models determine the plausibility
of a triple by comparing the similarity of the latent features of the entities and
relations [41]. In the following, we describe KGE models that are relevant in the
context of this work, however many others have been proposed.

TransE An established translational distance model is TransE [5] that models
a relation r as the translation from head entity h to the tail entity t :

h + r ≈ t (1)

To measure the plausibility of a triple following scoring function is defined:

fr(h, t) = −‖h + r − t‖ (2)

The closer the embedding of the tail is to the sum of the head and relation
embeddings, the higher is the probability that the triple is correct. Besides its
simplicity, TransE is computational efficient, and can therefore be applied to
large scale KGs. However, TransE is limited in modeling 1-N, N-1 and N-M
relations. For this reason, several extensions have been proposed.

TransH TransH [41] is an extension of TransE that addresses the limitations of
TransE in modeling N-M relations. Each relation is represented by a additional
hyperplane, and the translation from the head to the tail entity is performed in
the relation specific hyperplane. First, the head and tail entities are projected
into the relation specific hyperplane:

h⊥ = h− w>r hwr (3)

t⊥ = t− w>r twr (4)

where wr is the normal vector of the relation specific hyperplane. After pro-
jecting the head and tail entity, the plausibility of the triple (h,r,t) is computed:

fr(h, t) = −‖h⊥ + dr − t⊥‖22 (5)

where dr is the relation specific translation vector lying in the relation specific
hyperplane.
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TransR TransR [41] is an extension of TransH that encodes entities and rela-
tions, in contrast to TransE and TransH, in different vector spaces. Similarly to
TransH, each relation is represented by a matrix Mr that is used to project the
entities into the relational specific space:

hr = hMr (6)

tr = tMr (7)

Consequently, the scoring function is defined as:

fr(h, t) = −‖hr + r − tr‖22 (8)

TransD TransD [14] is an extension of TransR that uses fewer parameters
than TransR and does not involve matrix-vector multiplications. Entities and
relations are represented by two vectors, of which h, r, t encode the meanings
of the entities/relations, and hp, rp, tp are used to construct projection matrices
that are used to project the entities in relation specific spaces:

Mrh = rph
T
p + Im×n (9)

Mth = rpt
T
p + Im×n, (10)

where I is the identity matrix. These matrices are used to compute the
projections of the head and tail entity:

h⊥ = Mrhh (11)

t⊥ = Mrtt (12)

Based on the projected entities, the score of the triple (h,r,t) is computed:

fr(h, t) = −‖h⊥ + r − t⊥‖22 (13)

RESCAL RESCAL [21] is a semantic matching model that represents each
entity as a vector and each relation as a matrix, Mr. It uses the following scoring
function:

fr(h, t) = hTMrt (14)

The relation matrix, Mr, encodes pairwise interactions between the features
of the head and tail entities.

DistMult DistMult [45] simplifies RESCAL by allowing only diagonal matrices:

fr(h, t) = hT diag(r)t (15)

where r ∈ Rd and Mr = diag(r). This is more computationally efficient
compared to RESCAL.
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Figure 1: KG schema for social good.

ComplEx ComplEx [38] is an extension of DistMult in complex space. Con-
sidering the scoring function of DistMult (Equation 15) it can be observed that
it has a limitation in representing anti-symmetric relations, because hT diag(r)t
is equivalent to tT diag(r)h. Equation 15 can be written in as the Hadamard
product of h, r, t and t: < h, r, t >= h∗r ∗ t, where h, r, t ∈ Rd. The scoring func-
tion of ComplEx uses the Hadamard product in complex space, i.e. h, r, t ∈ Cd:

fr(h, t) = <(

d∑
i=1

hi ∗ ri ∗ ti) (16)

where <(x) represents the real part of a complex number and x the conjugate
of a complex number. It is straightforward to show that fr(h, t) 6= fr(t, h), i.e.
ComplEx is capable of modeling anti-symmetric relations.

4 Knowledge Graph Creation

As a first step, we created a scientific KG that gathers information relevant for
social good which we used as a basis for providing recommendations. We defined
the following requirements for the KG:

R1 The KG should contain publications with a focus on topics related to social
good (e.g. climate change, social initiatives, political movements etc.)

R2 The KG should contain sufficient metadata to provide qualitative recom-
mendations.
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R3 The KG should be sufficiently large to allow conclusive insights about the
applicability of modern machine learning methods.

To create the KG, the following steps were performed: i.) Domain Conceptu-
alization, ii.) Topic Conceptualization, iii.) Data collection and Data Curation.

Domain Conceptualization Reusing already existing ontologies, we modeled
a schema for KGs related to social good (see Figure 1) which will help researchers
to get an overview of the domain, to define new KGs, and can be exploited by
machines as an additional source of knowledge. Due to data availability, our
KG currently, does not contain all types and relations described in the schema.
Overall, seven core classes have been identified, namely Papers, Venues, Authors,
Organizations, Funders, Domains and Projects. Furthermore, eight relationship
types have been defined between these classes (see Figure 1).

Relation Number of triples

authorOf 9090

isCoauthor 37326

hasPaperIn 6820

belongsToDomain 3998

isPublishedIn 3000

p isCitedBy p 355

a isCitedBy a 4388

a isCitedBy p 1225

Table 1: KG Statistics

Topic Conceptualization A list of topics have been collected from focal re-
sources active in social good such as development program of United Nation10

and sustainable development goals for 2030 [15] in addition to a systematic
exploration on the Web. The topics have been short listed into four distinct
categories as climate change, political movements, marine/sea litter and cyber
security. This list have been used in the follow up steps of the

Data collection The data was collected using web crawlers of the RAx11 plat-
form which has reached to index metadata of 160+ million research paper. Based
on the keywords, an exemplary dataset of 4004 matched papers has been ex-
tracted. The data was initially stored in JSON format (Listing 1.1), which we
converted into a set of triples (Listing 1.2) representing our KG. KGs not only
enable to represent data in form of triples, but also the metadata. For instance,
for an entity representing a paper, we created triples of the form (Paper1, be-
longsToDomain, Environmental Studies) or (Author1, authorOf, Paper1).

10 https://www.undp.org/
11 https://raxter.io
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Listing 1.1: Raw metadata 1. JSON representation of original metadata.

*Paper1: {"title": T1 , "publication_venue": V1 ,

"citation_number": "50","doc_id": 7931d391 -...dd32e50e8959 ,

"source_name": S1 , "venue_id": 34544 ,

"raw_text": RW1 , "authors": [A1 , A2 , A3],

"keywords":[ Social Science , ..., Climate Change],

"publisher": P1 , literature_type": Journal ,

"source_url": [U1 , U2 , U3 , U4],

"date": 2015-01-01, "doi": 10.1016/...,

"references": [R1 , R2 , R3 , R4 ]}*

*Paper2: { ... }*

...

Listing 1.2: TSV representation of metadata. The KG in TSV format is
used as input for the embedding models.

e9391a29 -.... "belongsToDomain" Environmental studies.

Alan C. York "isCoauthor" G. J. Cary

Alan Manning "authorOf" 7604c5dc -...

Alark Saxena "hasPaperIn" Journal of Resources , Energy ,

and Development

05607dab -... "p_isCitedBy_p" 635c28c3 -...

05832950 -... "isPublishedIn" International Womens Studies

A Allen "a_isCitedBy_a" Caroline S.E. Homer

5 System Description

The input to our workflow is a KG based on which a set of recommendations are
computed in two major steps (Figure 2): i.) learning the KGEs and ii.) generating
the recommendations based on the KGEs.

Learning the KGEs To learn the KGEs for our KG we make use of the soft-
ware package PyKEEN [1] which integrates several KGE models. The learned
embeddings encode structured knowledge represented in the KG. In the con-
text of this work, we focused on the TransE, TransD, TransR and ComplEx
model. The learned embeddings have been used as a basis for computing the
recommendations.

Generating Recommendations For each seed entity that can be a selective
entity in the KG (a publication, an author or a venue), the n nearest neighbors
have been computed using the Euclidean norm (however, any similarity measure
can be applied) and provided as recommendations. The recommendations for
a seed publication can be for example the list of researchers who co-authored
other publications with the authors in the seed publication, related publications
or venues. The system is able to provide recommendations that represent n-hop
dependencies in the KG. In turn, the provided recommendations can be used
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OutputLearn KGEs 
PyKEEN 

Socio-Scholarly 
Knowledge 

Graph

...

Recommendation
Computation

Import Seed Entity
TransE TransR

TransD ComplEx

Compute Nearest 
Neighbours

Embeddings

Figure 2: A pipeline of recommendation services.: i. embedded KG into latent
feature space, ii.) filter publications based on KGEs, iii.) filter publications based on
embeddings of their abstracts

as seed entities to access information that represents long-term dependencies
in KG. Furthermore, the system is able to provide recommendations that are
directly obvious due the capability of KGEs to capture global information of
an entity and relation in a KG. The described steps don’t require any complex
traversing of the graph, instead, simple operations need to be applied on the
learned embeddings.

6 Experiments

We evaluated four different KGE models (i.e., TransE, TransD, TransR and
ComplEx) on the created KG. Afterward, we took one of the best performing
models to provide the top n recommendations for a set of seed papers that have
been manually evaluated. However, our approach be can applied on any type of
seed entities.

6.1 Experimental Setup

We randomly split the initial KG into a training and test set where we took
for each relation 10% of the triples which contain this relation as test triples.
For each model, we performed a hyper-parameter optimization based on random
search [11] and used mean rank and hits@k as evaluation metrics.
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Figure 3: Recommendations per seed entities. For every seed entity type, a number
of different recommendations are given.

6.2 Evaluation of the KGE Models

All the models have been trained based on the open world assumption, i.e.,
triples that are not part of the KG are not considered as non-existing, but as
unknowns [22]. Therefore, we created artificial negative samples based on the
negative sampling approach described by Bordes et al. [5]. For TransE, TransR
and TransD the margin ranking loss that maximizes the distance between a
positive and a corresponding negative triple [22] was applied, and for ComplEx
and ComplEx* the softplus loss [38] was used. Furthermore, for all models except
for ComplEx* one negative per each positive example, and for ComplEx* 10
negatives per each positive example were created in every forward step.

Model Mean Rank Hits@10

TransE [5] 90.63 91.22%
TransD [14] 443.84 6.43%
TransR [41] 397.02 43.63%
ComplEx [38] 267.91 83.00%
ComplEx* [38] 141.64 93.66%

Table 2: HPO results.

It can be observed that TransE, and ComplEx* performed very well (Figure
2). The high performance of TransE can be explained due to the fact that for
most of the unique (subject, relation) and (relation, object)-pairs, there exists
exactly one corresponding entity (subject/object) (77,72%/70.05% of the unique
pairs). TransE even outperformed ComplEx when using only one negative for
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each positive example. However, for ComplEx only a few iterations of hyper-
parameter optimization have been performed, and therefore, it is worthy to ex-
tend the hyper-parameter search. Similarly, the results of TransR and TransD
might improve when applying a more extensive hyper-parameter search.

6.3 Recommendation of Related Information

Based on the results of the experiments, the TransE model has been selected to
be used to compute and evaluate recommendations for a set of seed publications
(Table 3 shows the titles, domains and venues of our seed papers). We choose
TransE instead of ComplEx*, because it performs similarly and ComplEx(*)
provides for each entity two vector representations those efficient combination
should be investigated in more depth in a future work.

Domain Title Venue

Social Science Cyber Bullying Detection Using Social and Tex-
tual Analysis [13]

System Analysis And Modeling

Social Science Social Media, Indian Youth and Cyber Terrorism
Awareness: A Comparative Analysis

Journal of Mass Communication
and Journalism

Social Science Expansion of Social Assistance: Does Politics
Matter?

Economic and Political Weekly

Environmental
studies

Reducing the impact of climate change Bulletin of The World Health Or-
ganization

Environmental
studies

General Chemistry Students’ Understanding of
Climate Change and the Chemistry Related to
Climate Change

Journal of Chemical Education

Table 3: Selected seed publications.

Table 4 includes the validated recommendations for two of our seed papers
from which one belongs to the domain of Environmental Studies and the second
to the domain of Social Science. The recommendations are sorted according
to their scores in descending order, i.e. the first recommendation received the
highest score. For each recommended artifact, we performed a manual evaluation
by looking them up in Google Scholar (the most used search engine for schol-
arly artifacts), and analysing their metadata. Among the recommendations there
were obvious recommendations such as the authors of the seed papers (which we
removed from the list of recommendations), irrelevant recommendations such as
recommendation 11.) for the first seed paper, related publications (e.g. recom-
mendation 2.) and 3.) for the first seed paper), co-authors of the authors of a
seed paper (such as ”Manfred Hauswirth”) for the fist seed paper). Similar pat-
terns can be detected in the recommendations for the second seed paper. The
results highlight that relevant artifacts are recommended by the system. The
recommendations indicate that the KGEs preserved the structure of the KG,
for instance: i.) ”Manfred Hauswirth” is a co-author of the authors of first seed
paper, ii.) recommendation 1) that represents a publication, cites two of the au-
thors of the seed paper (”Cory Andrew Henson”, and ”Vivek Kumar Singh”).
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Furthermore, it seems that the model has been able to distinguish entity types
since the top recommendations usually represented publications for seed pub-
lications. While our evaluation approach indicates that the system is capable
of providing relevant recommendations, involving external participants in the
evaluation procedure will provide important insights regarding the effectiveness
of our proposed system. In particular, we aim to perform a user study with ex-
pert and non-expert participants in order to analyse whether their information
needs to topics related to social good can be fulfilled more effectively by using
the proposed system. Because our work represents a preliminary work and such
an evaluation requires an extensive preparation, we plan to target the described
evaluation in a future work.

Recommendations for Cyber Bullying Detection Using Social and Textual Ana-
lysis [13]

Type

1) Physical-cyber-social computing: An early 21st century approach [33] Paper
2) Physical cyber social computing for human experience [33] Paper
3) Physical-Cyber-Social Computing (Dagstuhl Reports 13402) [34] Paper
4) Transatlantic Social Politics: 1800-Present [30] Paper
5) System-level design optimization for security-critical cyber-physical-social systems [48] Paper
6) Cybermatics: Cyber–physical–social–thinking hyperspace based science and techno-
logy [24]

Paper

7) A cloud-edge computing framework for cyber-physical-social services [42] Paper
8) Guest Editorial Data Mining in Cyber, Physical, and Social Computing [16] Paper
9) Cyber-physical-social based security architecture for future internet of things [23] Paper
10) Towards a politics of collective empowerment: Learning from hill women in rural Ut-
tarakhand, India [31]

Paper

11) Manfred Hauswirth Author
12) Payam M. Barnaghi Author
13) Steffen Staab Author
14) Markus Strohmaier Author
15) Ramesh Jain Author
16) Amit P. Sheth Author
17) Social machine politics are here to stay [25] Paper
18) IEEE Internet Computing Journal Venue

Recommendations for: General Chemistry Students’ Understanding of Climate
Change and the Chemistry Related to Climate Change [40]

1) Journal of Chemical Education Venue
2) Marine Transportation and the Environment [17] Paper
3) Stalinism and British Politics [37] Paper
4) Piracy and the politics of social media [2] Paper
5) Climate Change, Public Health and Sustainable Development: The Interlinkages [29] Paper
6) Moisture dynamics in walls: response to micro-environment and climate change [12] Paper
7) Diagenesis and Geochemistry of Sediments in Marine Environment [32] Paper
8) Power, norms and institutional change in the European Union: The protection of the
free movement of goods [8]

Paper

9) Adapting to climate change in Bangladesh: Good governance barriers [4] Paper
10) Improving US Highway Safety: Have We Taken the Right Road? [26] Paper
11) Climate change: the biggest challenge in the next decade? Report
12) Social-Historical Transformations in Russia [20] Paper
13) Fuller and Rouse on the legitimation of scientific knowledge [28] Paper
14) High Politics, Low Politics, and Global Health [46] Paper
15) Climate Change: A Serious Threat to Our Welfare and Environment [35] Paper
16) Australian developments in marine science [7] Paper
17) Pathways out of patronage politics: new roles for communities, new rules for politics
in the Philippines [9]

Paper

18) Effects of climate change and variability on population dynamics in a long-lived shore-
bird [27]

Paper

Table 4: Recommendation for selected seed publications.
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7 Limitations and Future Work

The approach presented in this paper represents a preliminary work that will be
extended in future. Although the created KG contains already valuable inform-
ation that we exploited to provide recommendations, it can benefit from several
extensions. Currently, it contains only four entity and eight relationship types.
We aim to augment this KG with additional information. In particular, we want
to add entities that represent NGOs and other organizations, public speakers
and events that are related to the topic of social good. Moreover, we want to
provide major supporters/sponsors behind these organizations and events in or-
der to provide more insights. Furthermore, we want to include relationship types
that represent connections between (public/private) organizations to events and
venues. The extended KG would contain more complex information that could
be used to find non-obvious structures and to provide more diverse recommend-
ations. For this work, we made use of KGE models that only consider triples of
the form (h,r,t) where both h and t represent entities of the KG. However, there
is a trend to develop multimodal KGE models that incorporate different types
of information such as textual, numerical and visual information. In our future
work, we plan to develop a multimodal KGE model in order to exploit textual
information (e.g. abstracts of the papers) and numerical information (e.g. pub-
lication date, number of citations) which are available for our KG and might
help to provide better recommendations.

Here, we provided recommendations by computing the nearest neighbors of
a seed entity in the embedding space. Although this approach is easy to realize
and provides interesting recommendations, it should serve as a baseline system
for more sophisticated systems. As a next step, we aim to explore reinforcement
learning based approaches in which feedback of the recommendations are taken
into account during the training.

8 Conclusion

In this paper, we presented a socio-scholarly knowledge graph which contains
information about scientific artifacts that are related to the topic of social good.
A specific knowledge graph embedding-based recommendation system has been
developed for this KG. The system provides recommendations for any given
seed entity (publication, author, venue, domain) by returning related entities.
Validated results show a great potential to leverage the system in broader scale
of scholarly recommendations for active members of social good movements.
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