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ABSTRACT
Despite recent efforts to achieve a high level of interoperability
of Machine Learning (ML) experiments, positively collaborating
with the Reproducible Research context, we still run into problems
created due to the existence of different ML platforms: each of
those have a specific conceptualization or schema for representing
data and metadata. This scenario leads to an extra coding-effort to
achieve both the desired interoperability and a better provenance
level as well as a more automatized environment for obtaining the
generated results. Hence, when using ML libraries, it is a com-
mon task to re-design specific data models (schemata) and develop
wrappers to manage the produced outputs. In this article, we dis-
cuss this gap focusing on the solution for the question: “What is
the cleanest and lowest-impact solution, i.e., the minimal effort to
achieve both higher interoperability and provenance metadata lev-
els in the Integrated Development Environments (IDE) context and
how to facilitate the inherent data querying task?”. We introduce a
novel and low-impact methodology specifically designed for code
built in that context, combining Semantic Web concepts and reflec-
tion in order to minimize the gap for exporting ML metadata in a
structured manner, allowing embedded code annotations that are,
in run-time, converted in one of the state-of-the-art ML schemas
for the Semantic Web: MEX Vocabulary.

Keywords
Machine Learning Outputs, Metadata, MEX, Reflection, Annota-
tion, Interoperability, Provenance, Reproducible Research

1. INTRODUCTION
Machine Learning (ML) solutions have gained substantial at-

tention as general workhorse solutions to a number of problems.
For many problems there are several applicable algorithms, and it
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is not always clear from the start which algorithms will perform
best. Much of the work when developing ML solutions goes into
data preparation, feature extraction and parameter tuning. Different
configurations will often produce very different results. It is possi-
ble, for example that two algorithms may "win" or "lose" to each
other at first, but with different configurations they would trade
places as winner/loser.

Managing the configurations, inputs and outputs of ML algo-
rithms poses a huge challenge for developers. Many groups de-
velop in house frameworks for managing their workflows, result-
ing in redundancy and increased maintenance costs (often within
the same institution). Furthermore, when sharing experiment re-
sults, researchers often describe them with different language writ-
ing style (which is possible to become ambiguous) in their manus-
cripts making it difficult to directly compare results from different
papers.

The MEX vocabulary [1] has the objective of describing ML al-
gorithms and experiments to alleviate those problems. In this paper,
we propose a methodology designed to inject MEX descriptions in
the programming environment used by developers to run experi-
ments. Our method is designed to minimize the gap for exporting
ML metadata in a structured manner while imposing low develop-
ment overhead. The method is built upon Semantic Web concepts,
annotations1 and reflection2.

As a result of using our methodology, the results are better inter-
pretable, research is more reproducible and managing experiments
becomes easier. Our current implementation captures the ML algo-
rithms’ calls and can be directly used with the Java programming
language. We have shared our implementation as an open source
project3.

This paper is structured as follows: Section 2 progresses to dis-
cuss the trade-off problem regarding interoperability, provenance
and data management existing among different levels of possible
software implementations: Scientific Workflow Systems (SWFS),
Machine Learning Frameworks (MLF) and Machine Learning Li-
braries (MLL). Section 3 introduces an increasingly growing re-
search area named Reproducible Research which benefits from our
methodology. Section 4 presents related works in the area. Sec-

1https://docs.oracle.com/javase/tutorial/java/annotations/basics.
html
2https://docs.oracle.com/javase/tutorial/reflect/
3https://github.com/AKSW/mexproject
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tion 5 details the proposed architecture and presents the methodol-
ogy, introducing the core and related concepts. Section 6 describes
an implementation as a proof of concept, detailing a Java use cases
for the proposed methodology, as well as state its limitations. Sec-
tion 7 discusses some issues regarding the challenges for achieving
a maximum level of interoperability. Finally, Section 8 concludes
the paper and introduces future works.

2. SWFS, MLF OR MLL: A TRADE-OFF
PROBLEM

Machine Learning has become an important tool for data scien-
tists in research and business contexts. Plenty of workbenches/en-
vironments (MLF), libraries (MLL)4 and workflow systems (SWFS)
have emerged to serve as platform for creating ML models and ex-
ecuting experiments. Each of these provide a different level of im-
plementation.

SWFS provides a good level of provenance metadata, data man-
agement, control of execution and allows the interchange of exper-
iment configurations between researchers that use the same tool.
However, they lead to a high level of dependency and the con-
figurations are not portable among other SWFS implementations.
Moreover, they imply a high level of algorithm’s implementation
dependency only once available algorithms can be used. Primarily,
they are not commonly designed for specifically dealing with ML
problems, but have either general scientific workflow proposed [2]
or too specific scientific workflows [3] as focus of their implemen-
tation. Therefore, SWFS have the drawback which stands in the
obligation of developing the solution specifically following its rules
and natural limitations.

Another alternative, MLF are specifically designed to deal with
ML problems and commonly provide a broad range of ML algo-
rithm implementations. Some of them allow experiment configura-
tions [4] and do not require refined programming skills with its user
interface. As drawbacks, we can mention the lack of provenance
and interoperability among implementations. Also, this kind of
platform does not allow programming flexibility to the user, which
is a reason why APIs (MLL) are often released in order to be loaded
into IDEs for developing specific and flexible applications. Table 1
lists the characteristics and the main differences among each plat-
form. Also, Figure 1 depicts examples for the three different plat-
forms discussed.

Platform Advantages Drawbacks

SWFS High Provenance No (High) Interoperability
Interoperability updates are dependent of
Workflow Management tool

MLF Front-end No (High) Interoperability
No updates delay No much code flexibility
(Low) Workflow
Management

MLL High code-flexibility Low Provenance
Low Interoperability

Table 1: Comparison of Machine Learning Platforms: Drawbacks
and Advantages

2.1 MLL: The Current Gap and Recurrent
Solutions

4from this point on we are going to refer to MLL as the situation
where a developer works with an API by importing it into an IDE,
instead of just referring to the library itself.

Figure 1: Examples of common machine learning platforms:
frameworks that often implement a front-end interface (MLF), li-
braries to be imported into IDEs (MLL) and workflow systems
which commonly have ML components as features (SWFS).

As introduced, the major problem in the MLL context refers to
the lack of interoperability and provenance metadata. Disregarding
the possible lack of schema problem, the MLL context also does not
provide data management features, i.e., without a proper manage-
ment system becomes tricky to get and analyze different dimensions
of the generated data.

As a result, the lack of automatized and straightforward solutions
for data management requires to develop wrappers and implement
connectors for any Database Management Systems (DBMS), for
instance. This extra step brings the focus out of the main problem
being investigated, i.e., an extra code-effort is required to set up
the desired environment. On the other hand, avoiding this stage
means to deal with pure text files or stdout outputs, which are not
the best machine-readable solution and require a high level of effort
to process and extract data, in addition to the discussed lack of
provenance and interoperability (Figure 2). In other words, both
situations are not welcome in terms of the implementation effort.

Figure 2: Managing output of machine learning executions in MLL:
pure text (stdouts), self-schema definitions (e.g.:JSON or XML) or
data base integrations (DBMS)

The provenance normally limits itself to an excerpt of text writ-
ten in natural language linked to the produced data. Interoperability
issues are commonly treated with self-schema definitions, which
are then shared among developers, e.g., by designing a particular
simple structure using an existing standard (e.g.: JSON5 or XML6)
or just logging using an API (e.g.: LOG4J7). However, this sce-
nario has 1) the inconvenience to present a poor level of metadata
2) an inability to represent the data semantically, abstracting spe-
cific implementation issues (e.g.: “logit function” and “logistic re-
gression”, which points out to the same concept) 3) the extra code-
effort needed. Here, the SW comes into play, offering a much more
sophisticated approach to achieve a higher level of provenance, but

5http://www.json.org
6http://www.w3schools.com/XML/xml_whatis.asp
7http://logging.apache.org/log4j/2.x/
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still allowing to achieve a decent level of interoperability. Endorsed
by W3C, RDF “has features that facilitate data merging even if the
underlying schemas differ, and it specifically supports the evolution
of schemas over time without requiring all the data consumers to
be changed”8. In this paper we have developed a new methodology
combining SW tools, annotations and reflection in order to reduce
the effort to generate good and inter-operable metadata as well as to
provide query features. Table 2 summarizes the different strategies
discussed to bridge the gap.

3. REPRODUCIBLE RESEARCH
A relatively recent key term to face this lack of metadata is Re-

producible Research, which aims to make analytic data and code
freely available so that others will be able to reproduce findings,
i.e., an environment where “provenance metadata” is accessible and
a “high interoperability” level is achievable, so anyone is able to re-
produce scientific achievements. Therefore, Reproducibility is one
of the main principles of the scientific methods (Figure 3). Accord-
ing to the IOM Report [5] the following rules should be applied: 1)
data/metadata publicly available; 2) the computer code and all the
computational procedures should be available; 3) ideally the com-
puter code will encompass all of the steps of computational analy-
sis. The proposed work introduced in this paper aims to minimize
the existing gap in this field by providing a methodology to auto-
matically represent data collected from machine learning execution
contexts, i.e., helping the representation of a subset of the required
premises to achieve a complete reproducible environment.

Figure 3: Experiments are hard to reproduce, when not impossible.
Standards and Metadata are needed!

Figure 4 shows the evolution of the metadata generation for ML
processes, from the poorest level possible (1) (e.g.: plain text with
no metadata at all) until the maximum level of reproducible re-
search possible (6). The second steps (“Schema Self-Definition”)
emphasis on the most accomplished task when developing in the
MLL context. Due the number of ML libraries available and lack
of standards, developers tend to re-define schemas that, in the end,
aim to share the same meaning. Third and fourth rounded rect-
angles (“ML Tools” and “Workflow Schemas”, respectively) repre-
sent the further levels of ML implementations (MLF and SWFS)
which provide different schema definitions existing in a less flex-
ible environment. The item “Middleware Standard Schema” (5)
highlights the proposed model based on vocabularies in order to
provide a high-level model to exchange machine learning output
metadata. Finally, the last rounded rectangle (“Universal Standard
Schema”) represents the best scenario possible, where every ML
platform (tool/framework/library) exports common variables in a
standard manner. We argue that this scenario is not achievable due

8http://www.w3.org/RDF/

Figure 4: The evolution of metadata generation process in machine
learning processes. The dashed arrow represents the contribution
of this work

to political conflicts, complexity of scenarios and extra amount of
work needed.

4. RELATED WORK
To the best of our knowledge this is the first report about a method-

ology to support the automatic generation of metadata for machine
learning executions in MLL contexts based on a common vocabu-
lary. As introduced before (Section 1 and Section 2), different plat-
forms coexist to use the ML algorithms (MLL, SWFS and MLF) but
all of them fail in abstracting the concepts behind ML, mainly fo-
cused in the run of each algorithm in a simple manner, generating
a free format that can be interpreted regardless of the strategy of
implementation. As a consequence, positively collaborating along
with Reproducible Research context. A slightly similar approach is
the knitr9, a markup-language that allows embedded annotations,
for generating dynamic reports though.

5. MEX INTERFACES: A NOVEL LOW IM-
PACT APPROACH FOR METADATA GEN-
ERATION

In this section, we explain the proposed architecture and briefly
introduce related data models that could further extend the method-
ology. The major contribution is to allow metadata generation re-
gardless of the IDE, machine-learning library and context of the
experiment. We argue developers dealing with machine learning
problems can directly benefit of the interfaces, automatizing the
process of generating metadata of machine learning experiments.
Furthermore, the proposed interfaces provide guidance on the stan-
dardization of the generated metadata, once they are based on a
state of the art vocabulary for ML 10. Figure 5 depicts the general
process of generating the metadata. In this example, two anno-
tated Java classes following the MEX annotation’s descriptions are
passed by parameter to the MetaGeneration class. The entire pro-
cess occurs in a transparent manner and no further step is required
(Listing 5 exemplifies the process). By doing so, developers reach
a clean solutiofn to narrow down the issues discussed before (Sec-
tion 2.1)

The produced metadata is based on MEX [1], a vocabulary specif-
ically designed to deal with inputs and outputs of machine learn-

9http://yihui.name/knitr/
10https://github.com/ML-Schema/core/wiki/Vocabulary

http://www.w3.org/RDF/
http://yihui.name/knitr/
https://github.com/ML-Schema/core/wiki/Vocabulary


Method Advantages Drawbacks

stdout No Extra Coding Effort Required Lack of Provenance
Lack of Interoperability
Lack of Data Query Feature

DBMS Data Query Feature Extra Coding Effort (Integration)
Lack of Provenance
Lack of Interoperability

Self-schema Definition Straightforward Solution Extra Coding Effort
Extra Analysis Effort (modeling)
Lack of Provenance
Lack of Interoperability

Annotations + SW Provenance Extra Processing Time
Interoperability Security Issues
Data Query Feature
Automatic Metadata Generation

Table 2: Comparison of strategies for representing machine learning metadata in MLL contexts

Figure 5: MEX Interfaces at a glance: a low impact solution for
generating machine learning metadata from annotated classes

ing executions and relies on three main layers: mexcore11 for exe-
cution’s controlling, mexalgo12 for ML algorithms representations
and mexperf 13 for performance indicators. It is a lightweight for-
mat built upon W3C PROV-O14 - categorized as a vocabulary -
which abstracts the core machine learning concepts regarding the
execution of an algorithm. Further schemata - more focused on data
mining flows - including OntoDM [6], Exposé [7] and DMOP [8]
are classified as Ontologies. The Predictive Model Markup Lan-
guage (PMML) [9] is a XML based schema and was conceived to
represent (predictive and descriptive) data models as well as pre
and post-processing. In this scenario, MEX stands as a flexible and
lightweight solution for representing the basic triple - inputs, run
and outputs - for any machine learning algorithm. Figure 6 de-
picts current technologies and schemas for representing machine
learning metadata.

5.1 Reflection and Annotations
Reflection is a widely used technique that allows software to ma-

nipulate applications by inspecting variables or altering its run-time
behavior. For instance, in Java, reflection can be used through
its virtual machine, allowing the inspection of interfaces, classes,
methods and data attributes at run-time. Listing 1 show an example
of a reflected code.

1 s t a t i c O b j e c t c a l l M e t h o d ( O b j e c t o , O b j e c t v )
t h ro ws E x c e p t i o n {

11http://mex.aksw.org/mex-core
12http://mex.aksw.org/mex-algo
13http://mex.aksw.org/mex-perf
14http://www.w3.org/TR/prov-o/

Figure 6: Open-source formats for representing ML metadata:
from straightforward representations (1) formats until more refined
schema representations (2)(3). Note: (*) Although it can be - tech-
nically - considered machine-readable, we assume that the effort to
make it happen does not pays off.

2 Method [ ] methods = o . g e t C l a s s ( ) .
g e t D e c l a r e d M e t h o d s ( ) ;

3 f o r ( f i n a l Method method : methods ) {
4 MethodAnn a = method . g e t A n n o t a t i o n (

MethodAnn . c l a s s ) ;
5 i f ( a != n u l l ) method . i nv oke ( o b j e c t ,

v a l u e ) ; } }

Listing 1: Invoking a method with reflection

Annotations, on the other hand, have no effect on the execution
of the program but provides metadata about itself. Annotations are
usually preceded by a @-symbol and indicate an auxiliary infor-
mation that can be captured both at compile and execution time. In
Java, they are quite similar to Javadoc tags, although they can be re-
flective and accessed by the Virtual Machine. Listing 2 exemplifies
its usage.

1 @MachineLearningExper iment
2 p u b l i c c l a s s NaiveBayes e x t e n d s MLAlgorithm {
3 @model Model m;
4 @ t r a i n P r o c e d u r e p u b l i c vo id t r a i n ( D a t a s e t d )

{ . . . }
5 @ c l a s s P r o c e d u r e p u b l i c vo id c l a s s i f y ( D a t a s e t

d ) { . . . }

Listing 2: Annotations: metadata for Java classes

The annotation interface follows the MEX Vocabulary structure.
Table 3 details the existing MEX annotations. The complete docu-
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MEX Layer MEX Annotation Description Group of Annotation

:mexcore @Execution the run (training or test phase) Functions
@Dataset the dataset name Basic Provenance
@Features the features Functions
@TrainingProcedure the training method Functions
@TestProcedure the test method Functions
@Experiment the authoring info Basic Provenance

:mexalgo @Algorithm the ML algorithm Functions
@Hyperparameter the ML algorithm’s parameter Functions

:mexperf @Measure the performance measure Functions

N/A @Start the main method to be executed Functions
Table 3: Examples of MEX Annotations for Java code: the highest level of abstraction to export metadata of an ML algorithm’s execution.

mentation can be found at the project’s website15

5.2 Query Templates with SPARQL: Making
the Data Management Process Easier

An often scenario when dealing with a machine learning prob-
lem is the large amount of produced data by the experiments. A
simple run can produce many variables that will be further ana-
lyzed Since IDEs do not provide a standard manner to store these
data, a recurrent solution is to design a new schema for representing
the metadata and implement a wrapper for connecting and stor-
ing the produced information, which has the disadvantage to be
technology-dependent, besides the extra-effort needed for coding
connectors (as discussed in the Section 2). RDF has the advantage
to allow querying with SPARQL commands (Listing 3). Therefore,
a developer could, for instance, search for the best executions of
a given model (eg,: svm) by just uploading the produced mex files
into a triple-store16. No extra development is required. The meta-
data file is ready to be consumed and readily present the desired
information (Table 4).

1 PREFIX mexcore :
2 < h t t p : / / mex . aksw . org / mex−c o r e / >
3 PREFIX mexperf :
4 < h t t p : / / mex . aksw . org / mex−p e r f / >
5 PREFIX mexalgo :
6 < h t t p : / / mex . aksw . org / mex−a l g o / >
7 SELECT DISTINCT ? e x e c u t i o n I D ? a l g o r i t h m ? f1

WHERE {
8 ? exec prov : i d ? e x e c u t i o n I D .
9 ? exec prov : used ? a l g .

10 ? p prov : wasGeneratedBy ? exec .
11 ? p mexperf : f1Measure ? f1 .
12 ? a l g a mexalgo : A lgo r i t hm .
13 ? a l g r d f s : l a b e l ? a l g o r i t h m .
14 }
15 ORDER BY DESC ( ? f1 )
16 LIMIT 4

Listing 3: A generic SPARQL query: looking for the best top 4
configurations based on f1 scores

5.3 Drawbacks and Limitations
Despite a more clean and less coupled solution (once a vocab-

ulary provides a context-less list of common terms), the proposed
methodology faces some limitations, as follows:

• Reflection and Annotations: programming-language must al-
low reflection and annotations. As a use case, we have im-

15https://github.com/AKSW/mexproject
16https://jena.apache.org/documentation/tdb/

executionID algorithm f1

"C0_MEX_EXEC_D44" "BaggingJ48" 0.9968
"C0_MEX_EXEC_D24" "Logistic Model Trees" 0.9968
"C0_MEX_EXEC_D16" "Random Forest" 0.9968
"C0_MEX_EXEC_D64" "Multilayer Perceptron" 0.9967

Table 4: Output of (Listing 3)

plemented Java examples, although other programming lan-
guages could be used (as long as it implements reflection).
In case reflection is not allowed, LOG4MEX can be used for
logging [10].

• Performance Overhead and Security Restrictions: the use of
Reflection directly impacts on the execution-time, decreasing
the overall performance as well as expose the code impacting
in security restrictions17. An impact analysis of performance
is planned, although we argue that the most costly steps in
ML scripts are I/O operations and mathematical calculations
and not object creations.

• Methodology Coverage: The MEX Vocabulary covers just
pure machine learning metadata (an algorithm, its inputs and
outputs for given execution). Pre-processing steps or data
mining tasks are not covered due to the complexity of the
task.

• Local Variables: reflection in Java does not allow to capture
local variables, i.e., variables that are not explicitly declared
as class variables cannot be obtained via annotations and
reflection.

5.4 Advantages
The biggest benefit of the proposed methodology is to use a stan-

dard model which abstracts the particular concepts existing into
each ML environment/implementation and to create an upper layer
that is able to inter connect knowledge as easy as possible with the
produced metadata. The following list details the key advantages:

• In-line Annotations: a Java class can be simply annotated
and the metadata will be generated in run-time.

• More Abstraction: by using a vocabulary, developers can
benefit of the high level of abstraction provided. A Support
Vector Machines algorithm for a classification problem can

17https://docs.oracle.com/javase/tutorial/reflect/
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be represented with a single reference: http://mex.-
aksw.org/ mex-algo#C-SVM, there is no need to re-
define a vocabulary.

• Less Coding Effort and More Agreement Rate: there is no
need to create and share the structure of the schema for rep-
resenting the output data.

• Better Interoperability and Provenance Levels: a common
schema allows higher levels of data interchanging and RDF
encourages better metadata descriptions.

• Querying Capabilities: Once the vocabulary is RDF-based,
developers can benefit from SPARQL queries18.

• Reproducible Research: the methodology collaborates with
reproducible research rules, following best practices for data
publishing and code management.

6. PROOF OF CONCEPT
In order to automatically export the metadata, the provided (java)

class has to be annotated following the MEX annotations interface
(Table 3). Listing 4 depicts an excerpt of annotated class.

1 . . .
2 @Exper iment Info ( i d e n t i f i e r = " e1 " , c r e a t e d B y

= " E s t e v e s " , e m a i l = "
e s t e v e s @ i n f o r m a t i k . uni− l e i p z i g . de " ,
t i t l e = "Weka Lib Example " , t a g s = { "

WEKA" , " J48 " , " D e c i s i o n T a b l e " , "MEX" , "
I r i s " } )

3 @Hardware ( cpu = MEXEnum. EnumProcessors .
INTEL_COREI7 , memory = MEXEnum.EnumRAM.
SIZE_8GB , hdType = "SSD" )

4 @SamplingMethod ( k l a s s = MEXEnum.
EnumSamplingMethods . CROSS_VALIDATION ,
t r a i n S i z e = 0 . 5 , t e s t S i z e = 0 . 5 , f o l d s =

10)
5 @ I n t e r f a c e V e r s i o n ( v e r s i o n = MEXEnum.

E n u m A n n o t a t i o n I n t e r f a c e S t y l e s .M1)
6 p u b l i c c l a s s WekaExample001 {
7

8 p r i v a t e f i n a l s t a t i c Logger LOG = Logger
. g e t L o g g e r ( WekaExample001 . c l a s s ) ;

9

10 @DatasetName p u b l i c S t r i n g ds = " i r i s .
a r f f " ; I n s t a n c e s d a t a ;

11 . . .
Listing 4: An excerpt of annotated java class

The metadata generation process then occurs transparently with
reflection, which executes the user class (IrisWekaExample.java)
and maps to the vocabulary in run-time (Listings 5 and 6), generat-
ing the metadata file (mymex01.ttl).

1 j a v a −cp / home / u s e r / m e x i n t e r f a c e s org . aksw .
mex . i n t e r f a c e s . M e t a G e n e r a t i o n −uc
I r i sWekaExample . j a v a −o u t mymex01 . t t l

2 j a v a −cp / home / u s e r / m e x i n t e r f a c e s org . aksw .
mex . i n t e r f a c e s . M e t a G e n e r a t i o n −uc
I r i s JSATExample . j a v a −o u t mymex02 . t t l

Listing 5: MEX Interfaces usage: starting the automatic metadata
generation

1 [ main ] INFO org . aksw . mex . i n t e r f a c e s .
M e t a G e n e r a t i o n − S t a r t i n g t h e p r o c e s s :
M e t a G e n e r a t i o n −uc i n t e r f a c e s .
WekaExample001 −o u t mymex01 . t t l

18http://www.w3.org/TR/rdf-sparql-query/

2 [ main ] INFO org . aksw . mex . i n t e r f a c e s .
M e t a G e n e r a t i o n − ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
MEX I n t e r f a c e s ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗

3 [ main ] INFO org . aksw . mex . i n t e r f a c e s .
M e t a G e n e r a t i o n −

4 [ main ] INFO org . aksw . mex . i n t e r f a c e s .
M e t a G e n e r a t i o n −
h t t p : / / mex . aksw . org

5 [ main ] INFO org . aksw . mex . i n t e r f a c e s .
M e t a G e n e r a t i o n −

6 [ main ] INFO org . aksw . mex . i n t e r f a c e s .
M e t a G e n e r a t i o n − S t a r t i n g t h e meta
a n n o t a t i o n f o r c l a s s named :
WekaExample001

7 [ main ] INFO org . aksw . mex . i n t e r f a c e s .
M e t a G e n e r a t i o n − @Exper iment Info − OK

8 [ main ] INFO org . aksw . mex . i n t e r f a c e s .
M e t a G e n e r a t i o n − @Hardware − OK

9 [ main ] INFO org . aksw . mex . i n t e r f a c e s .
M e t a G e n e r a t i o n − @SamplingMethod − OK

10 [ main ] INFO org . aksw . mex . i n t e r f a c e s .
M e t a G e n e r a t i o n − i n v o k i n g t h e main
method : s t a r t

11 [ main ] INFO i n t e r f a c e s . WekaExample001 −
Accuracy of J48 : 94.00% − E r r o r : 6.00%

12 . . .
13 [ main ] WARN org . aksw . mex . log4mex .

MEXSer i a l i z e r − No model d e f i n e d
14 [ main ] WARN org . aksw . mex . log4mex .

MEXSer i a l i z e r − No t o o l d e f i n e d
15 [ main ] WARN org . aksw . mex . log4mex .

MEXSer i a l i z e r − No t o o l p a r a m e t e r
d e f i n e d

16 [ main ] INFO org . aksw . mex . i n t e r f a c e s .
M e t a G e n e r a t i o n − The MEX f i l e has been
s u c c e s s f u l l y c r e a t e d : s h a r e i t ;−)

Listing 6: An excerpt of log for the metadata creation process based
on the interfaces

As mentioned, the proposed approach does not require self-schema
definitions or extra coding-effort to create wrappers for DBMS,
for instance. It also provides query feature with SPARQL (Sec-
tion 5.4). With this novel concept, just (java) annotations follow-
ing the MEX interfaces are required. In this example, we run a J48
algorithm implementation over the iris dataset19.

Unlike stdouts, we now achieve a much better machine-readable
structure, which is able to perform queries and inter-connect exper-
iments. The following output (Listing 7) represents the produced
metadata whereas Listing 8 depicts the default Weka (performance
measures) outputs for the given execution.

1 t h i s : m11 a prov : E n t i t y , mexperf :
C l a s s i f i c a t i o n M e a s u r e , mexperf :
R e g r e s s i o n M e a s u r e ;

2 d c t : i d e n t i f i e r " WekaPerformance " ;
3 mexperf : a c c u r a c y " 0 .9768 " ^^ xsd : f l o a t ;
4 mexperf : t r u e P o s i t i v e " 147 " ^^ xsd : i n t e g e r ;
5 mexperf : f a l s e P o s i t i v e " 3 " ^^ xsd : i n t e g e r ;
6 mexperf : k a p p a S t a t i s t i c s " 0 . 9 7 " ^^ xsd : f l o a t ;
7 mexperf : m e a n A b s o l u t e E r r o r " 0 .0233 " ^^ xsd :

f l o a t ;
8 mexperf : r o o t M e a n S q u a r e d E r r o r " 0 .108 " ^^ xsd :

f l o a t ;
9 mexperf : r e l a t i v e A b s o l u t e E r r o r " 0 .052482 " ^^

xsd : f l o a t ;
10 mexperf : r o o t R e l a t i v e S q u a r e d E r r o r "

0 .0229089 " ^^ xsd : f l o a t ;
11 prov : wasGeneratedBy t h i s : ep1 ; .

Listing 7: An excerpt of the generated metadata file

19https://archive.ics.uci.edu/ml/datasets/Iris
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1 === E v a l u a t i o n on t r a i n i n g s e t ===
2 === Summary ===
3 C o r r e c t l y C l a s s i f i e d I n s t a n c e s 147

98%
4 I n c o r r e c t l y C l a s s i f i e d I n s t a n c e s 3

2%
5 Kappa s t a t i s t i c 0 . 9 7
6 Mean a b s o l u t e e r r o r

0 .0233
7 Root mean s q u a r e d e r r o r 0 .108
8 R e l a t i v e a b s o l u t e e r r o r

5.2482%
9 Root r e l a t i v e s q u a r e d e r r o r

22.9089%
10 T o t a l Number o f I n s t a n c e s 150

Listing 8: An excerpt of the default Weka stdout: how to query and
interchange the generated metadata?

Besides, an important advantage is the high level of interoper-
ability. In order to highlight it we have used the JSAT API (Java
Statistical Analysis Tool)20 to execute the same task, but with a
Naive Bayes model. An excerpt of the output is summarized as
follows (Listing 9)

1 There a r e 5 f e a t u r e s f o r t h i s d a t a s e t .
2 1 c a t e g o r i c a l f e a t u r e s
3 They a r e :
4 c l a s s
5 4 n u m e r i c a l f e a t u r e s
6 They a r e :
7 s e p a l l e n g t h
8 s e p a l w i d t h
9 p e t a l l e n g t h

10 p e t a l w i d t h
11 . . .
12 1 4 6 | True C l a s s : 2 , P r e d i c t e d : 2 , C o n f i d e n c e

: 0 .9745542454188852
13 1 4 7 | True C l a s s : 2 , P r e d i c t e d : 2 , C o n f i d e n c e

: 0 .9996298333223543
14 1 4 8 | True C l a s s : 2 , P r e d i c t e d : 2 , C o n f i d e n c e

: 0 .9999997539798201
15 1 4 9 | True C l a s s : 2 , P r e d i c t e d : 2 , C o n f i d e n c e

: 0 .9439950025737772
16 6 e r r o r s were made , 4.0% e r r o r r a t e

Listing 9: An excerpt of the default JSAT stdout: very different
logging structure for the same task

As a result, we end up with a much more (machine-readable)
interoperable structure. Now, two different ML algorithms (Naive
Bayes and J48) used with different Java libraries can be compared,
stored and interpreted (Listings 7 and 10).

1 t h i s : m11 a prov : E n t i t y , mexperf :
C l a s s i f i c a t i o n M e a s u r e ;

2 d c t : i d e n t i f i e r " JSATPerformance " ;
3 mexperf : a c c u r a c y " 0 . 9 6 " ^^ xsd : f l o a t ;
4 . . .
5 prov : wasGeneratedBy t h i s : ep1 ; .

Listing 10: An excerpt of the generated metadata file

More technical details can be founded at the project website21.

7. DISCUSSION
- Universal Schema for ML/DM: ML is a growing research topic

where developers have been obtaining access to different tools,
methods and complex algorithms to solve specific problems. This

20https://github.com/EdwardRaff/JSAT
21https://github.com/AKSW/mexproject

evolution leads to a complex scenario for data analysis and data ma-
nipulation. In that sense, people should agree on a common format
for interchanging and manipulating data. A common format, how-
ever, is most likely to be unachievable. Companies, open-source
tools and developers would have to agree in a common data pro-
cess generation for each specific task with can be considered as an
utopian scenario. A recent effort in the Semantic Web community
stands for achieving a reasonable level of mapping among state-of-
the-art vocabularies and ontologies for machine learning and data
mining tasks2223.

- Logging and Data Management: we aim to provide a new
methodology that facilitates the management of simple ML out-
puts in MLL contexts, i.e., one or more ML libraries being manip-
ulated into an IDE. As discussed, this kind of environment lacks
a standard to export metadata and developers and scientists tend
to not care about metadata generation, as it cause an extra effort
to define, develop and export the data by implementing some pre-
defined structure.

- 100% automatic process: a more interesting approach, e.g.:
a totally transparent metadata generation process, however, also
tends to be cumbersome to implement. Coding embedded meth-
ods in the machine-learning libraries (e.g.: Weka API) or machine-
learning frameworks (e.g.: Octave) are both extremely laborious
as well as error-prone, once it becomes dependent of the given li-
brary/workbench, i.e., an update in its interfaces requires updates
in the implemented code.

- Natural Resistance: reproducible research issues are hard to
follow due to natural resistance of producing data with high level of
data quality. Researchers and developers tend to avoid extra-work
due to schedule and budget limitations and get satisfied with simple
unstructured reports. The importance of such metadata is clear for
most of the people in long-term scenarios, such as meta-learning
analysis and the achievement of a more automatize programming
environment, for instance.

Therefore, our method aims to approximate to the more plausi-
ble solution, which combines the flexibility of MLL scenarios and
some of the features of the SWFS, such as good provenance level
and data management feature. Due to the adoption of a vocabulary,
high interoperability is achieved. Thus, we aim to narrow the gap
between current approach to deal with ML outputs and good stan-
dards of reproducible research. Furthermore, a model built up on
RDF allows data querying, which also becomes a very interesting
feature for researcheres.

8. CONCLUSIONS AND FUTURE WORK
In this paper we have discussed the current gap on generating

ML metadata for different platforms and introduced a new method-
ology for exporting metadata of ML executions in MLL scenarios,
bridging the gap between reproducibility issues and ML scripts.
As a proof of concept, we have demonstrated examples of this new
methodology built upon SW concepts. We argue that this approach
minimizes the code-effort avoiding extra developments and makes
the code more clean. Also, a very useful advantage is the easy ma-
nipulation of the produced output data, which can be queried with
SPARQL language, adding flexibility to the data manipulation task.
As future work we plan 1) to integrate more sophisticated ontolo-
gies in that methodology and provide features to convert metadata
from one to another (e.g.:DMOP [8] to MEX [1] and vice-versa)
in order to also cover DM scenarios. 2) To analyse the coverage
of the methodology with more machine learning scenarios, such as

22https://www.w3.org/community/ml-schema/
23https://github.com/ML-Schema/core/wiki
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non-supervised algorithms and 3) to design a more robust frame-
work that allows to schedule runs of algorithms with different con-
figurations, i.e., automatic pipelines based on configuration files.
Here, the annotations would be mapped to be instantiated in run-
time with dynamic parameters defined beforehand by the user, e.g.:
calling different algorithms with different hyper-parameter (SVM,
Naive Bayes and Regression Logistic) in parallel to perform the
same task, sharply automating the development environment for
MLL context.
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