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Abstract—Ontologies based on Description Logics (DLs) have proved to be useful in formally sharing knowledge across applications. Recently, several tools have extended ontologies with fuzzy logic capabilities in order to apply ontology-based reasoning to vague and imprecise domains. This paper first analyses the state of the art in tools for fuzzy ontologies management and then describes how some of the most significant ones have been integrated in order to extend an ontology-based Inductive Logic Programming (ILP) system with fuzzy logic capabilities. A fuzzy version of a well-known ILP test case has been developed in order to validate the approach. This research represents a first step towards fuzzy inductive reasoning for OWL ontologies.
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I. INTRODUCTION AND MOTIVATION

During the past 20 years, information systems have experienced significant improvements in intelligent information processing, thereby stimulating advances in the Knowledge Management area. The popularity of Internet technologies has led to combinations of Knowledge Management and web technologies, for instance in the area of Semantic Web. Since ontologies based on the OWL W3C standard form the backbone of a number of Semantic Web applications, the underlying Description Logics are now one of the most widely used knowledge representation formalisms in the web. Reasoning is one of the key features of these technologies, with a huge variety of possible application domains and different reasoning techniques for solving each particular problem.

Reasoning over imperfect information, which is inherent to most of the real world application domains, is one of the main research issues in Knowledge Management. In a broad sense, two approaches can be used to deal with non perfect information. The probabilistic approach is able to deal with the uncertain nature of the information (e.g., modelling sensor accuracy when acquiring data) whereas the fuzzy logic one is able to manage the vagueness of concepts arising from human perception and cognition processes (enabling to formally model, e.g., concepts as 'tall', 'cheap', 'easy', etc.).

Despite the success of ontologies, classical ontology languages are not appropriate to deal with imperfect knowledge [1], recently appearing several tools intended to complement this type of technology to support fuzzy and/or probabilistic knowledge representation and reasoning.

Within this vast world of Knowledge Management, Semantic Web and uncertainty support, the work presented in this paper focuses on adding fuzzy logic capabilities to DL-Learner [2], an already developed ontology-based Inductive Logic Programming (ILP) framework. The goal of DL-Learner is to provide a DL/OWL-based machine learning tool to solve supervised learning tasks, extending ILP to DL, OWL and the Semantic Web. The resulting tool integrates several third-party developments in order to be able to reason over fuzzy ontologies describing vague concepts, addressing previous works in DL-based ILP –e.g., [3]– from the perspective of Semantic Web standards and general purpose semantic tools. A complete fuzzy ontology test case, to validate this and future fuzzy ILP developments, is also presented.

The remainder of this paper is organized as follows. Next Section depicts the state of the art in tools for representing and reasoning over fuzzy ontologies. The particularities of each new component used to support the fuzzy extension of DL-Learner are detailed in Section III. The fuzzy ILP test case developed to validate this fuzzy extension of DL-Learner is presented in Section IV along with some experiments and results (Section V). Finally, Section VI offers some conclusions and future works.

II. BACKGROUND

This section summarizes the state of the art in tools for fuzzy ontologies representation and reasoning. It concludes with an analysis and selection of the fuzzy tools finally used to extend DL-Learner.

A. Representing Fuzziness In Ontologies

Formalisms regarding fuzzy ontologies were introduced to represent semantic knowledge based on vague concepts and relations (e.g., [4]). Several approaches have emerged trying to implement those formalisms into OWL-based ontologies.

Some approaches focus on developing specific OWL ontologies formally defining the common elements of fuzzy set
theory to be later populated with instances representing the fuzzy axioms and elements of a particular domain ontology. A simple ontology was developed in [1] to demonstrate some basic functionality of exchanging uncertain information (not only for annotating vagueness), but it is still not mature enough to be applied to model real domains. In [5] an OWL ontology to extend relational databases with fuzzy information is proposed, but it only defines concepts based on the relational model thus lacking several expressions available in DL-based ontologies; besides, the ontology is not focused in solving reasoning problems but to act as interface to access fuzzy information stored in relational databases. FuzzyOWL2Ontology [6], a meta-ontology to represent fuzzy extensions of some OWL languages, is a further development in this line. Specific parsers can be developed translating fuzzy ontologies represented with FuzzyOWL2Ontology into the particular language used by a fuzzy DL reasoner.

Extending the OWL language to support fuzzy definitions is another strategy for building fuzzy ontologies. While some approaches propose extending the standard building blocks of the OWL language (e.g., [7]), others use the current OWL standard tools to represent such fuzzy information. As far as we are concerned, the work on FuzzyOWL2 [8] is the most notable effort in this area. It uses OWL 2 annotation properties to encode fuzziness. The use of annotation properties makes fuzzy ontologies compatible with current OWL 2 management tools (editors, programmatic environments, etc.) and enable crisp OWL-based reasoners to compute inferences over this kind of ontologies discarding the fuzzy elements. FuzzyOWL2 also offers a general Java parser as a base for building specific parsers for translating from FuzzyOWL2 syntax to the syntax of any fuzzy DL reasoner.

B. Reasoning Over Fuzzy Ontologies

Although there exist several software tools for computationally managing fuzzy concepts (e.g., jFuzzyLogic or FuzzyJToolkit for general-purpose programming; FuzzyClips or FuzzyJess for handling fuzzy rule-based systems), only a few of them supporting DL-based reasoning can be found in the literature: FiRE\(^1\), GURDL [9], GERDS[10], Yadlr\(^2\) and fuzzyDL [11]. Most of them are outdated or not publicly available.

It is also worth mentioning those works developing reduction procedures\(^3\) translating fuzzy ontologies into its standard DLs equivalent, being then able to apply standard DLs reasoners for reasoning over them (notice that this kind of approaches have to consider a finite number of different membership degrees). DeLorean\(^3\) combines a reduction procedure with a crisp DL reasoner (e.g., Pellet) to reason over the resulting ontology.

C. Selection Of External Fuzzy Semantic Tools

As first step for extending DL-Learner we had to choose (i) a way for defining and managing fuzzy DL ontologies and (ii) a fuzzy DL reasoner to reason over them.

Regarding the formalism to represent fuzzy ontologies, each of the approaches previously presented has its advantages and disadvantages. Populating specific ontologies representing fuzzy concepts may maintain the semantics even when modelling the new fuzzy concepts, but the resulting ontologies are less human-understandable. Extending the building blocks of the semantic languages preserves semantics but none the available extensions is expected to be proposed as W3C standard in the near future [6]. On the other hand, although adding fuzzy concepts using the standard tools of the ontology languages (comments, annotations, etc.) provides a semantic-less way of representing fuzzy information, these approaches are highly compatibility with standard ontological tools (editors, programmatic environments, etc.), since these can simply ignore the fuzzy information encoded. Since reasoners often use their own languages, we also require an approach compatible with the fuzzy reasoners syntax or, at least, offering a straightforward way to be translated to it. FuzzyOWL2Ontology and FuzzyOWL2 are the only mechanisms we are aware of, which satisfy those criteria. We finally selected Fuzzyowl2 as it is a currently active project.

With regard to the selection of a fuzzy reasoner, the first parameter to consider has been its availability. Only 3 out of 6 fuzzy reasoners presented above are publicly available: FiRE, Yadlr and fuzzyDL. The fact that Yadlr does not offer a Java API focused attention in the other two reasoners, as a Java-based interface would simplify reasoner integration. While FiRE allows the use of some DLs constructs which fuzzyDL does not support (e.g., cardinality restrictions), fuzzyDL covers other interesting features (e.g., fuzzy concepts modifiers, fuzzy data types) [11]. Finally, taking into account that fuzzyDL seems to be the only actively developed reasoner (last bug was fixed in March 2011), it was finally selected to be integrated in DL-Learner.

III. EXTENDING DL-LEARNER TO SUPPORT FUZZY CONCEPT MANAGEMENT

To be flexible and easily extensible, DL-Learner uses a component-based model with four different types of components: knowledge source, reasoning service, learning problem, and learning algorithm. Although some parts of other already existing components were reused, four new components had to be designed and developed in order to extend DL-Learner with fuzzy logic capabilities. Figure 1 depicts the general components diagram of the resulting DL-Learner fuzzy extension. Particularities of each new component are detailed next.
A. Fuzzy Knowledge Source Component

The DL-Learner component managing crisp OWL ontologies as input for the reasoning processes had to be updated in order to be able to manage fuzzy ontologies. This task was easily accomplished as it was decided to encode the fuzzy ontologies using FuzzyOWL2. It is worth remembering that FuzzyOWL2 uses annotation properties to encode fuzzy ontologies, maintaining the original OWL 2 format and being then fully compatible with current OWL 2 management tools (review Section II-A for more details). DL-Learner already has support for OWL 2 ontologies (it uses OWLAPI).

This component had to be extended in order to host the processes for parsing FuzzyOWL2 ontologies into the particular ontology format used by fuzzyDL reasoner. This task was achieved by adapting an already developed parser4.

B. Fuzzy Reasoning Service Component

DL-Learner operation is supported by configuring external general-purpose ontology reasoners (e.g., Pellet, HermiT, etc.). The services these reasoners offer are mainly used in DL-Learner (i) to generate candidate concepts (class expressions) that may solve the ILP problem (see Section III-D) and (ii) to calculate the quality of each of those candidate concepts for a specific set of examples (see Section III-C). For this new DL-Learner extension, a new reasoning service component had to be developed in order to be able to reason over fuzzy ontologies. The fuzzyDL reasoner was encapsulated into an OWLAPI interface, in which some reasoning methods are performed by a crisp OWLAPI compatible reasoner and fuzziness-specific methods are performed by the fuzzy reasoner.

Instance checks, i.e., testing whether an individual is instance of a class, is, as in many ILP algorithms, a common reasoner call in most DL-Learner algorithms. This is a ‘true or false’ operation when applied to crisp ontologies but a degree value one (from 0 to 1) when dealing with fuzzy ontologies. In this new fuzzy component, instance checks are performed using fuzzyDL’s minInstance query. It determines the minimal degree to which individual a is an instance of concept C (being K the background knowledge base) [11]:

\[
\text{minInstance}(K, a, C) = \inf \{ m \mid K \models \langle a : C, m \rangle \} \]  

(1)

C. Fuzzy Learning Problem Component

This new component was designed so DL-Learner could manage fuzzy examples. Within this new component, each example e is now composed of an URI a and a truth degree value d representing the desired class membership regarding the class expressions obtained as solution of the ILP problem \( e = (a, d) \). This new learning problem was developed generalizing a previous one only using positive and negative examples. Crisp positive and negative examples can now be represented as \( e = (a, 1) \) and \( e = (a, 0) \), respectively.

From the extensive number of performance measures for classification in machine learning, DL-Learner has been extended with the fuzzy version of predictive accuracy and F-measure.

- **Fuzzy predictive accuracy (fpa)** is obtained using the fuzzy reasoning service component (minInstance) and represents the membership degree of the complete set of examples \( E = \{e_1, e_2, \ldots, e_N\} \) regarding a particular concept C. Considering N as the total number of examples, the fuzzy predictive accuracy is calculated as:

\[
fpa'(K, C, e) = 1 - |d - \text{minInstance}(K, a, C)| \]  

(2)

\[
fpa(K, C, E) = \frac{1}{N} \sum_{e_i} fpa'(K, C, e_i) \]  

(3)

Given a particular concept C and a background knowledge base K, fpa’ (2) is the distance between the desired and actual truth degree for a particular individual a; fpa (3) is the average of this value for all examples E.

- **F-measure** is derived from precision and recall. In crisp classification, the terms true positives (tp), true negatives (tn), false positives (fp) and false negatives (fn) are used to compare the given classification of a given example, being

\[
\text{Precision} = \frac{tp}{(tp + fp)} \]  

and \( \text{Recall} = \frac{tp}{(tp + fn)} \). According to previous equations, in fuzzy classification an example is no longer positive or negative but a degree ranging between 0 (totally negative example) and 1 (totally positive example). This range is determined by the example truth degree \( d \). Similarly, fuzzy classification for a particular example \( e \) regarding a particular concept \( C \) is no longer totally true or false but, again, a degree between 0 (C does not cover e at all) and 1 (C totally covers e) that can be determined by \( fpa' (2) \). Then, based on previous works on fuzzy information retrieval, e.g., [12], precision and recall metrics can be expressed for the fuzzy ILP problem as:

\[
f\text{Recall}(K, C, E) = \frac{\sum_{e_i} d_i \cdot fpa'(K, C, e_i)}{\sum_{e_i} d_i} \]  

(4)

4http://gaia.isti.cnr.it/~straccia/software/FuzzyOWL
Then, fuzzy $F$-measure can be expressed as the harmonic mean of fuzzy precision and fuzzy recall as:

\[
F\text{- measure} = \frac{2 \cdot \text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}}
\]

Furthermore, this learning problem can be configured with a noise factor $n$ (fuzzy predictive accuracy becomes $fpa(K, C, E, n)$, i.e., a tolerance degree when discarding concepts not totally covering the set of examples. The noise factor can range between 0 and 1. A value of $n = 0$ (i.e., no noise) would discard those concepts not covering completely (with accuracy 100%) the set of examples. On the other hand, a value of $n = 1$ (i.e., maximum noise) would accept concepts even not covering at all any of the examples defined.

Figure 2 offers an overview of the fuzzy learning problem implementation, showing how fuzzy predictive accuracy and noise factor concepts are managed.

**Input:** $K, C, E = \{e_1, e_2, \ldots, e_N\}, n$

1: $s \leftarrow \sum_{i} d_i; t \leftarrow s; z \leftarrow 0$

2: for all $E = \{e_1, e_2, \ldots, e_N\}$ do

3: $m \leftarrow 1 - d_i - \min$Instance $(K, C)$

4: $s \leftarrow s - d_i$

5: if $|z + (m \cdot d_i) + s| < [(1 - n) \cdot t]$ then

6: return $C$ too weak

7: end if

8: $z \leftarrow z + (m \cdot d_i)$

9: $g \leftarrow g + m$

10: end for

11: return $g/N$

**Output:** $fpa(K, C, E, n)$ or too weak

Figure 2. DL-Learner fuzzy learning problem main algorithm.

**D. Fuzzy Learning Algorithm Component**

In DL-Learner, learning algorithm components are in charge of generating the candidate concepts (class expressions) that may solve the ILP problem. They may use the reasoning component services in order to obtain these candidate concepts. Several learning algorithms are implemented in DL-Learner. However, most algorithms use refinement operators, which have been analysed in [13]. Based on this analysis, several learning algorithms for ALC have been developed in [14] and later extended to more expressive Description Logics and adapted to the ontology engineering use case in [15]. The latter algorithm, called CELOE (Class Expression Learning for Ontology Engineering), was mainly used in our experiments. However, since the new fuzzy reasoning service component (see Section III-B) has been designed fulfilling (and extending) the OWLAPI interface, most other learning algorithms can in principle be used as well with only some changes to the heuristics of those algorithms required in order to adapt them to the fuzzy domain.

**IV. SEMANTIC FUZZY ILP TEST CASE DEVELOPMENT**

In the machine learning literature there exist several well-known examples defining simple ILP problems to be solved. Michalski’s train problem [16] is one of the most famous. It was invented around 20 years ago and proposes finding a common pattern in a group of trains (and their carriages). The solution must involve several concepts, e.g., size, number, position, contents and type of carriages. This is a standard problem which has been used to test and demonstrate many machine learning ILP implementations. However, there is a lack of such test cases for fuzzy ILP reasoners (like the one in [3]).

**A. Semantic Fuzzy Trains Problem Design**

A fuzzy and OWL-based version of Michalski’s train problem has been designed in order to be used for testing general-purpose fuzzy ILP reasoners.

The fuzzy trains ontology design starts from defining a crisp ontology to be later ‘fuzzified’ (see Figure 3). In this ontology, each locomotive (Train) can have several carriages (Car) attached (hasCar). The order of the locomotive and the carriages is also stated (isInFrontOf). Each carriage has a certain length (hasLength) and may have some load (hasLoad). This load can have several shapes. Currently, triangular (Triangle) and square (Square) shapes are considered. Finally, there may exist three types of carriages depending on its length (ShortCar, MediumCar, LongCar).

This crisp ontology is extended with fuzzy concepts by adding FuzzyOWL2 annotations. Up to now, the semantic fuzzy trains ontology considers three kinds of ‘fuzzification’:

1) **Fuzzy classes definition:** ShortCar, MediumCar and LongCar classes become fuzzy classes when they are defined using the fuzzy datatypes fuzzyShortCar, fuzzyMediumCar and fuzzyLongCar respectively. These fuzzy datatypes are defined using the fuzzy number functions trapezoidal, triangular, left-shoulder and right-shoulder as specified in [17]. As an example, Figure 4 depicts the ShortCar fuzzy class definition.

2) **Fuzzy concept assertion:** Any individual $a$ can belong to the Train, Car, Triangle or Square classes $C$ with a certain truth degree $d : [0, 1]$. The closer this degree is to 1,
the more ‘similar’ to a perfect locomotive, carriage, triangle or square, respectively.

\[
fuzzy{\text{ShortCar}}(x) = \text{leftShoulder}(10, 15)
\]

<rdf:s:Datatype rdf:about="fuzzy{\text{ShortCar}}">
  <fuzzyOwl2 fuzzyType="datatype">
    <Datatype type="leftShoulder" a="10" b="15" />
  </fuzzyOwl2>
</rdf:s:Datatype>

\(\text{ShortCar} \equiv \text{Car} \cap (\exists \text{hasCarLength}. \text{fuzzyShortCar})\)

3) Fuzzy role assertion: Relations between individuals can also have a truth degree value. This is the case for the load in carriages. The degree of hasLoad relation between a carriage and its load can range from 0 (falling off the car) to 1 (firmly fixed to the floor of the carriage).

An specific instantiation of the described design has been developed to verify the fuzzy learning capabilities of this new fuzzy extension of DL-Learner (see Figure 5). We have decided to make this contribution publicly available\(^5\) to be used as a common test case for testing this kind of reasoners.

![Figure 4. Example of fuzzy class definition (ShortCar).](image)

**Figure 4.** Example of fuzzy class definition (ShortCar).

**Figure 5.** fuzzyTrains ontology development.

**V. EXPERIMENTS AND RESULTS**

A. Comparing DL-Learner Fuzzy and Crisp Behavior

As previously mentioned, classical logic is covered by fuzzy logic as a special case where membership functions only take crisp values. So, in order to partially validate this new fuzzy version of DL-Learner, we first used it to solve a crisp ILP problem. A crisp version of the fuzzyTrains ontology was developed\(^5\) to compare the solutions obtained by (i) DL-Learner configured to solve a crisp ILP problem and (ii) DL-Learner configured with the fuzzy components previously presented. Indeed, exactly the same solutions were obtained by both configurations. The only difference between them is the execution time (to be discussed at the end of the Section).

B. Fuzzy Trains Test Case Output and Performance

Table I shows some solutions to the particular ILP problems obtained defining east trains as positive examples and west trains as negatives (east column) or vice-versa (west column).

In the east case, after visiting 706 nodes during reduction, the following expression describing eastbound trains is discovered (in Manchester OWL syntax): ‘\(\text{isinFrontOf only (LongCar and hasLoad some Triangle)}\)’. The accuracy is 85% and not 100% as car11 is just considered to be LongCar at 40% according to the fuzzy data types definition and (ii) although car31 is also inFrontOf a Train, its load is almost falling off the carriage (‘car31 hasLoad load31a [0.1]’) and is not a perfect triangle (only 40%).

Similarly, in the west case, after visiting 3623 nodes, the following expression is obtained: ‘\(\text{hasCar some (ShortCar and hasLoad some Rectangle)}\)’. In this case, accuracy is 90% and not 100% as car22 is just considered to be ShortCar at 60% according to fuzzy data types definition and its load, load22a, is not a perfect rectangle (only 80%).

<table>
<thead>
<tr>
<th></th>
<th>east</th>
<th>west</th>
</tr>
</thead>
<tbody>
<tr>
<td>time</td>
<td>1,369s (10,000 concepts)</td>
<td>1,325s (10,000 concepts)</td>
</tr>
<tr>
<td>accuracy</td>
<td>85% (fMeasure 82.35%)</td>
<td>90% (fMeasure 90.91%)</td>
</tr>
<tr>
<td>solution</td>
<td>VISINFRONTOF (LONGCAR) &amp; HASELOAD (TRIANGLE)</td>
<td>HASCAR (SHORTCAR) &amp; HASELOAD (RECTANGLE)</td>
</tr>
</tbody>
</table>

![Table 1: DL-Learner Fuzzy ILP problem solutions](image)

It has to be noted that there exist other solutions also valid for this particular ILP problem; Table I solutions are presented here as they involve several of the fuzzy axioms defined in the test case. Future updates should develop more comprehensive examples (e.g., just crisp examples were defined in the presented results, etc.).

Although the new fuzzy capabilities of DL-Learner have been validated from a functional perspective, it is important to remark that fuzzy reasoner execution times improvement is still an open issue [18] (fuzzyDL requires around 27.88 ms. to answer a minInstance query while, e.g., Pellet only employs around 0.997 ms. for solving an entailment). In this sense, it has to be pointed out that DL-Learner’s fuzzy reasoning service component has been designed fulfilling (and extending) the OWLAPI interface, being ready to host any other kind of fuzzy reasoner offering this kind of interface with only minimal adaption effort required.

\(^5\)http://dl-learner.org/Projects/DLLearner/fuzzyTrains
VI. CONCLUSIONS AND FUTURE WORK

Despite the considerable research carried out towards extending standard ontology languages to support vague concept representation, current approaches have not been sufficiently applied to solve real world problems. The work presented in this paper represents a first step towards applying fuzzy OWL ontologies representation and reasoning to solve Inductive Logic Programming (ILP) problems. After reviewing the state of the art on these technologies, some of the most up-to-date fuzzy ontology tools were used to extend an already developed ontology-based ILP framework in order to be able to manage vague concepts. The resulting tool has been validated using a fuzzy ontology test case, also presented in this paper.

This work should be considered just as a first step for further development: more test cases should be implemented aiming at exploiting every new fuzzy feature of DL-Learner and applying DL-Learner to solve real world problems (e.g., we are thinking about developing a shop assistant based on fuzzy information regarding items purchased by a user). We are also collaborating with the developers of fuzzyDL as the current version is not fast enough to be applied to solve many real world problems; during the DL-Learner project, we already achieved significant improvements in this area. We also miss some functionality, e.g., cardinality restriction support [19].

What should be stressed, however, is that this fuzzy extension of DL-Learner has been developed following a component-based approach, being actually quite easy to update and extend.
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